
 

Vidhyayana - ISSN 2454-8596 
An International Multidisciplinary Peer-Reviewed E-Journal 

www.vidhyayanaejournal.org 
Indexed in: Crossref, ROAD & Google Scholar 

Volume 10, Special Issue 2, December 2024 
“International Conference on  
“Advancement in Computer Technology, Management & Mathematical Sciences (ICACTMMS-2024)” 

Page No. 56 

5 

A Data Driven Approach for Automated Brain Tumor Segmentation & 

Classification 

 

Jagriti Singh1 

1Assistant Professor SDBCE, Indore 

 

Namrata Bhatt 2 

2Assistant Professor VIT, Indore 

 

Sonakshi Verma3 

3Assistant Professor SDBCT, Indore 

Abstract:  

Machine Learning and Deep Learning are finding their applications in several domains, 

medical and biomedical applications being one of the most critical among them. A lot of 

research has gone into development of data driven models for cancer detection to serve as an 

id for medical practitioners. Brain cancer happens to be one of the most challenging forms of 

cancer to detect at an early stage as part of the tumor needs to be extracted from the brain for 

the biopsy analysis, which further decides the direction of treatment. As malignant and benign 

tumours have different treatment protocols, it is of utmost importance to detect and segment 

brain tumours accurately at the outset to ensure successful treatment and minimize chances of 

mortality. This paper presents a data driven approach for segmentation and subsequent 

classification of brain cancer datasets based on machine learning and deep learning approaches. 
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The machine learning model employs statistical feature extraction followed by classification 

using a neural network model. Image filtration is employed prior feature extraction to 

circumvent potential effects of noise and blurring. The deep learning models employed are the 

multi-instance learning (MIL) and the residual network (ResNet) models. The classification 

accuracy of the models is 97.5, 98% and 99% for the Neural Network, MIL and ResNet models 

respectively. 

Keywords: Brain Cancer Detection, Image Segmentation, Neural Networks, Multi Instance 

Learning (MIL), Residual Network (ResNet), Classification Accuracy 

I. INTRODUCTION 

Cancer cases are increasing worldwide primarily due to unhealthy lifestyles, poor dietary 

choices, lack of physical activity, increasing pollution levels and exposure to radiation [1]. 

Typically, the benign tumors exhibit a clear or sharp boundary with respect to the neighboring 

regions and have a relatively slower spreading rate compared to the malignant tumors. The 

malignant tumors are much more invasive and exhibit a blurred boundary or distinction and 

have a much faster spreading rate [2]. The brain tumors may have different origins viz. 

originating from the brain (termed as primary tumors) or originating somewhere else in the 

body and then traversing to the brain (termed as secondary tumors) [3]. The growth rate of 

tumors is fundamentally governed by the oncogenes termed as procto-oncogenes [4]. These 

genes are governing the mitosis (cell-division) and further growth of the tumor. Typically, 

malignant tumors are categorized into four stages [5].  

Automated tools for brain tumor detection and classificaiton are developed with the aimof 

providing the physician with a strong second opinion regarding the presence and type of tumor 

[6]. Present approaches suffer from two major challenges, one being inaccuracies in 

classification results for relatively small datasets, and the other being large computational 

complexity of existing algorithms which may make the method practically infeasible in real 

life situations [6]. 
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II. METHODOLOGY 

The data used in the study are MR images acquired from two datasets v.i.z. Kaggle and figshare 

datasets [7]-[8]. feature calculation and classification is done[9].  

2.1. Image Pre-Processing 

The discrete version of the wavelet transform termed as the discrete wavelet transform (DWT) 

is used as an iterative filer in this work for de-noising images. The wavelet transform applied 

on a discrete sequence  is given by [10]: 

                                    (1) 

Here,  

denotes the discrete wavelet transform operation 

denotes the co-efficient values obtained through low pass filtering 

denotes the co-efficient values obtained through high pass filtering [11]. 

The low pass filtering co-efficients are also termed as approximate co-efficients  while the 

high pass co-efficients are termed as detailed co-efficients . The co-efficient values can be 

computed as [12]: 

(2)

 

             (3) 

The equations (2) and (3) imply that a down-sampling or decimation of the signal has occurred 

by a factor of 2. i.e. every other sample of the signal has been left out, thereby decimating the 

signal [13].  

The iterative decomposition of the set of ‘n’ images and retention of the approximate co-

efficients is implemented using the following logic [14]: 
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Here, 

i denotes the ith image 

The subscript index 1, 2… k denotes the level of decomposition 

denotes the approximate co-efficients of a particular level 

denotes the detailed co-efficients of a particular level 

DWT2 denotes the 2-dimensional discrete wavelet transform [15]. 

2.2. Feature Extraction  

Once the segmentation is performed, the next step is the computation of critical features based 

on which the decision regarding the category of the image can be taken [16]. Statistical features 

are computed in the proposed approach since statistical features can be computed for a wide 

range of images without loss of generality [17]-[18]: 

1. Mean or first moment: It is the average value or first moment computed as: 

                             (12) 
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2. Standard Deviation: It is a measure of the difference between the instantaneous value 

and the mean, and is given by: 

    (13) 

3. Variance: It is the square of the standard deviation and is defined as: 

                         (14) 

4. Skewness: It denotes the amount of asymmetry of the probability distribution curve 

with respect to the y-axis of the curve.

                 (15) 

5. Kurtosis: The kurtosis is also termed as the fourth standard moment and is 

mathematically computed as: 

          (16) 

6. Energy: The energy is also termed as the angular secondary moment and is defined as: 

           (17) 

7. Contrast: It is the degree of difference among the average and differential change in 

illuminance and is mathematically given by: 

          (18) 

8. Entropy: It is the average information content associated with a random variable having 

a probability function  and is computed as: 

          (19) 
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9. Homogeneity: It is a statistical measure pertaining to the similarity of distributed values 

of a random variable, and is mathematically defined as: 

                 (20) 

10. Correlation: It is a measure of the amount of similarity among the pixel values 

(21) 

11. Inverse difference moment: It is defined as: 

                (22) 

12. The GLCM normalizing factor is computed as: 

  (23) 

Here, 

denotes the instantaneous value of the random variable X 

denotes an image which is a function of spatial co-ordinates  

denote the pixels along x and y axes 

denotes the average illuminance of the image

denote the distinct values in the set 

demotes the frequency distribution of the values 

denotes the total number of levels in the normalized GLCM matrix 

denotes the normalized GLCM matrix 

denotes joint probability 
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denotes probability 

2.3. Classification 

The developed algorithms are presented next [19]-[20]. 

Algorithm: 

The training algorithm adopted in this work is given by: 

Step.1: Initialize weights ( ) randomly. 

Step.2: Fix the maximum number of iterations (  and compute  

Step.3: Update weights using gradient descent with an aim to minimize the objective function 

J given by [21]: 

                            (25) 

Step.4: Compute the Jacobian Matrix given by [22]: 

        (26) 

Here,  

The error for iteration ‘i’ designated by  is computed as: 

)                                       (27) 

Here 

is the actual value 

is the predicted value 
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Step.5: Iterate steps (1-4) till the cost function  stabilizes or the maximum number of iterations 

set in step 2 are reached, whichever occurs earlier [22].  

Overlapping features values with fuzzy boundaries can not be classified accurately based on 

hard boundary conditions. Hence the Bayes Net is applied [23].  

Let, designate the output of the  residual block, and  be the mapping function of the 

residual block and  be a Bernoulli random variable, then the output of the training block can 

be given by [24]: 

              (28) 

Here, 

denotes a temporal delay 

denotes the ReLu (Rectified Linear) activation function defined as [25]: 

                        (29) 

                       (30) 

Two cases arise out of equation (28), one when  takes a value of 0 and when it takes a value 

of 1 [26]. In case  takes a values of 1, the Residual block remains active in operation. In case 

 takes a values of 0, the residual block becomes inactive and input to the output with a 

temporal delay of  [27]. 

It is customary to consider the survival probability of the residual blocks as either a linear or 

decaying exponential given by[28]: 

                              (31) 

Here, 

denotes the last residual block. 

denotes the survival probability of the last residual block [29].  
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is the total number of survival blocks. 

is the survival probability of a block 30]. 

Although 30% of the data has been kept for testing, 20%, 25% or 35% of the entire data could 

have also been utilized for testing [31]-[32]: 

The classification accuracy is computed as: 

(32) 

The sensitivity or recall is computed as: 

            (33) 

The precision is computed as: 

  (34) 

The specificity is computed as: 

                   (35) 

The F-measure or F-Score is computed as: 

     (36) 

The F-Measure can also be computed as: 

      (37) 

Here, 

(TP): True Positive 

(TN): True Negative 
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(FP): False Positive 

(FN): False Negative 

III. RESULTS 

The data set used has been cited in [24]-[25]. The tumor classes in the training dataset are 

meningioma (708 images), glioma (1426 images) and pituitary tumors (930 images). The 

image properties on importing to Matlab workspace are: 

Table 1: Image Properties 

S.No. Attribute Value 

1. Size 224x224x1 (Grayscale) 

2. Initial Class Unsigned integer (uint8) 

3. Class Converted double 

The images are first loaded, subsequently the pre-processing, segmentation and feature 

extraction is implemented. The input images are first converted from RGB to grayscale images, 

de-noised using the discrete wavelet transform after which the segmentation is performed. The 

original and segmented images for the three categories have been depicted in figure 5-7. 

 

Figure 1 Original and Segmented Images for meningioma category. 
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Figure 2 Original and Segmented Images for glioma Category 

 

Figure 3 Original and Segmented Images for pituitary tumor Category 

The segmentation of the images is followed by the computation of the features of the image. 

Feature extraction may be done separately for images so as to train classifiers not with the pixel 

information directly but rather with statistical values unique to a class of images. 

Thus, the proposed approach puts forth two different approaches, one employing feature 

extraction and machine learning and the other using deep learning.A comparative analysis of 

the proposed system with respect to the existing techniques show that the proposed system 

outperforms the exiting techniques in terms of accuracy of classification. It can be observed 

from table 4 that that the proposed system attains an average accuracy 98.13% and 96.89% for 

the three categories of the dataset, employing the Deep Bayes Net and ResNet respectively 



 

Vidhyayana - ISSN 2454-8596 
An International Multidisciplinary Peer-Reviewed E-Journal 

www.vidhyayanaejournal.org 
Indexed in: Crossref, ROAD & Google Scholar 

Volume 10, Special Issue 2, December 2024 
“International Conference on  
“Advancement in Computer Technology, Management & Mathematical Sciences (ICACTMMS-2024)” 

Page No. 67 

Table 2 Performance Parameters for Deep Bayes Net 

Class Accuracy% 

Sensitivity 

Or 

Recall% 

Specificity% Precision% F-Measure 

meningioma 98.72 99.42 98.04 98.02 98.71% 

glioma 98.38 98.30 98.46 98.44 98.36% 

pituitary 

tumors 
97.31 97.77 96.87 96.70 97.23% 

Table 2 highlights the performance of the proposed system when the Deep Bayes Net has been 

used. It can be observed that the system attains highest accuracy in case of meningioma, 

followed by glioma and pituitary tumors.  

Table 3 Performance Parameters for ResNet 50 

Class Accuracy%

Sensitivity 

Or 

Recall% 

Specificity% Precision% Recall

meningioma 98.30 97.42 99.16 99.12 98.26% 

glioma 98.10 98.45 97.76 97.76 98.10% 

pituitary 

tumors 
94.29 97.33 97.29 97.11 97.21% 
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Table 3 highlights the performance of the proposed system with ResNet 50. It can be seen that 

the system attains highest accuracy in case of meningioma, followed by glioma and pituitary 

tumors. It can also be observed that that the Deep Bayes Net performs marginally better than 

the ResNet 50, in terms of classification accuracy. A comparative Analysis with exiting work 

in the domain has been presented in table 4. 

It can be observed from table 6 that both the Deep Bayes Net and the ResNet architectures 

outperform the benchmark techniques cited in table 6.  

Table 4 Comparative Analysis w.r.t. existing work 

Method No. of Images Used Accuracy 

Phaye et al. [34] 3064 95.05 

Anaraki et al. [33] 989 (Axial) 94.2 

Tahir et al. [35] 3064 86 

Proposed 3064 
98.13 (average) (Deep Bayes Net) 

96.89 (ResNet-50) 

IV. CONCLUSION  

This paper presents a deep neural network-based model for brain tumor classification. The 

proposed scheme presents two network architectures v.i.z. the Deep Bayes Net and the ResNet-

50 for multi-class classification of brain MR images. The proposed model presents a rigorous 

image pre-processing paradigm prior to feature computation, which makes the system more 

robust and immune to noise effects. The statistical feature extraction presented in this paper 

would be applicable to a wide range of images thereby rendering flexibility to the choice of 

data source and image formats. The performance metrics of the proposed system have been 

chosen as accuracy, sensitivity, specificity and precision. The two models attain an average 

accuracy of 98.13% and 96.89% along with significantly high values of the other performance 
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metrics. A comparative analysis has also been done with latest existing work in the domain. It 

has been shown that the proposed technique outperforms the existing work in terms of 

classification accuracy. As manual labelling the data for large datasets is extremely 

cumbersome and prone to errors, hence further directions of research can be exploring self 

supervised learning (SSL) models and techniques to reduce the complexity in labelling large 

datasets. The limitation of the proposed approach can be thought of as the requirement for large 

training datasets and tedious labelling procedures.  
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