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Abstract: 

Deepfake has become the most challenging attack in this digital age. It has become source of 

spreading misinformation and forging people through social media content. Deepfake attacks 

like face synthesis, attribute manipulation, identity swap, face reenactment and lips syncing are 

discussed in this paper. After deepfake is acquainted as a threat to human beings, various 

detection methods and models have developed based on machine learning, deep learning, 

transfer learning and digital forensics. In this research paper survey of deepfake detection 

techniques based on CNN, RNN, XceptionNet, EfficientNet, ResNext, MesoNet and, CLRNet, 

LSTM and other methods are provided. Different ensemble models are also developed by 

combining various algorithms. This paper provides an in-depth analysis of evolution, types, 

impacts and deepfake detection methods by considering visual artifacts, temporal features and 
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handcrafted features. This track record of deep-fake and evolving methods in the deepfake 

detection process could be helpful for researchers in their future research. 

Keywords: Deepfake, Face Synthesis, Attribute manipulation, Identity Swap, Face 

Reenactment, Lip-Syncing. 

I. Introduction: 

The “Deepfake” is one of the trending topics in computer science and is a challenging threat to 

cyber security systems. It has evolved from the ocean for machine learning and deep learning 

technology. The generative adversarial network (GAN) technology is a base through which 

deepfake algorithms are generated. The deepfake could be in any form as forged image, video, 

audio or textual data. This paper mainly focuses on image or video-based deepfake. 

The term “DeepFake” was coined by a Reddit user in 2017. Some people shared videos with 

celebrities' faces swapped onto the bodies of other persons. In the beginning, it was just a fun 

part to swap faces or manipulate the original to a synthetic one. Some proprietary software was 

also developed and launched. These apps include FakeApp, DeepFaceLab and web-based apps 

that provide access to the end user to alter image and video. [1] [2]  

Later on there is a large increase in number of deepfake found. Also deepfakes of Nancy Pelosi 

in 2019 [3], Donald Trump in 2020 and Tom Cruise in 2021 were found. [4] The intention 

behind them was to spoil the reputation of well known personalities. 

The Deepfake is capable to alter, manipulate or create the originality to partial or full synthetic 

or computerized content. Due to this ability, it is used for advertisements, AI effects in movies, 

education with simulation and also in medical sector. [5] It allured public to use itself in life, 

enjoy it and also share among other individuals. As each coin has two sides, deepfake looks 

too real to differentiate by people. This result in the unethical use of deepfake has risen by 

cyber-criminals.  They can create deepfakes for passing misinformation, mental harassment or 

defamation, political chaos, financial fraud and so on. [6] 
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Since models get tested over multiple training datasets, the quality of machine-generated media 

contents is mounting. Also, such advanced technology is open to all. Thus, deepfake detection 

systems struggle to separate real and forged content. Even the APIs of Microsoft and Amazon 

could not easily differentiate between forged and real [7].  

The deepfake is an outcome of artificial intelligence technology, and mostly generative 

adversarial network (GAN) based algorithms are used in its development. Generation of 

deepfake includes manipulation of expression, facial identification manipulation, changing the 

movements of the mouth to synchronize with random voice and also swapping faces or even 

whole body [8].  

To prevent of spreading of deepfakes among communities, researchers have used various 

approaches for identification and manipulations in images, videos and audio content. The 

deeepfake identification approaches/methods are developed such that they can detect forgery 

based on inconsistencies that remained during its generation. XceptionNet, FaceForensic++, 

FakeSpotter, and GANomaly are some of the deepfake detection models that have been 

developed [9]. 

II. Related Work: 

The deepfake is an emerging technology that has attracted the attention of common people, 

researchers and also the intruders. Many deepfakes are drifting over the internet. Some of them 

could be dangerous and could have the intention of spreading misinformation [10]. Some of 

them look too realistic to be identified by the human eye. To capture them, a robust mechanism 

is needed. Thus, researchers are focusing on developing new techniques and improving existing 

ones. Some of the methods that are invented for deepfake detection are discussed below. 

Samuel Henrique Sliva et al. [11]  have proposed a model that is based on the hierarchical 

grouping of different methods with attention-based data. This model is trained over the DFDC 

dataset. For obtained results, training and testing are performed over 100,000 videos. Even 

though the proposed architecture is for deepfake video detection, the process is performed over 

multiple frames (i.e. still images) from videos. The feature extraction is done by CNN methods 
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Xception and EfficientNet-b3. The weekly supervised attention-based data is augmented by 

zooming and ignoring the attention regions for the robustness of the detection model.  

The model which combines the features of ResNext and LSTM is proposed by Vurimi Veera 

Venkata Naga Sai Vamsi et al. [12]. Here frame-by- frame-by-frame video is analyzed and then 

the facial part is cropped for further processing. After training and testing confusion matrix is 

obtained which helps in accuracy detection, in this model, accuracy is directly proportional to 

a number of input images. That means the model learns with each increase in frames. Celeb-

DF v2 and Youtube videos have played important roles in the model’s performance evolution.  

The deepfake videos or images were get posted over the internet through social media 

platforms like Facebook, instagram, whatsapp, YouTube and so on. It is very crucial to develop 

some framework to identify forgery on these platforms. With this kind of idea, Abdullah Ayub 

Khan et al. [13] have developed a novel framework which was named DF-SCW. Pixels and 

neighbouring pixel values are analyzed and if any forgery is detected, then flags are applied to 

indicate risk. Kaggle’s Deepfake Detection Challenges Dataset has been chosen for the training 

and testing of the model. 

Ruben Tolsana et al. [14] have proposed the model, which is a collaboration of considering 

whole faces or considering only specific parts for forgery detection. UADFV, FaceForensics++, 

Celeb-DF V2 and DFDC datasets are used for performance analysis and evaluation of results. 

The eyes, nose, mouth and remaining parts are analyzed respectively for face analysis. For the 

further process of segregation between real and fake, the proposed model uses Xception, 

Capsule Network and DSP-FWA methods for deepfake detection. This model is mainly 

developed for identity swap deepfake detection. 

Most research methods are developed for the detection of specific deepfake types. Abdul Qadir 

et al [15] have described the method that works on three types of deepfakes. This method is 

named as Resnet-Swish-BiLSTM. Even this method works over video forgery, that video is 

divided into frames. The proposed architecture applies DFDC and FF++ datasets. Facial 

landmarks are acquired by the face detector toolkit “OpenFace 2.0”. The training videos are 

70% real and 30% fake.  
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In 2021, Ahmed Sedik et al. [16] developed a multimodal architecture for deepfake detection. 

Both CNN and ConvLSTM methods are combined to detect fraud. The results obtained are 

good, but some drawbacks in intra-frame detection and frame forgery localization.   

Zhiqing Guo et al. [17] have develop a image based model for deep manipulated features, 

which was named as an adaptive manipulation traces extraction network (AMTEN). It is 

efficient in pre-processing delicate features and slight manipulation in images. By combining 

the efficiency of AMTEN with CNN, they develop a detector known as ANTENet.  

Face swap or identity swap is mostly found in deepfake. For the detection of this type, Yuval 

Nirkin et al. [18] proposed a model in a single image using remaining traces. In this approach, 

there are face identification and context recognition networks which identify face regions 

bounded by a tight semantic segmentation and facial parts, respectively. FaceForensics++, 

Celeb-DF-v2 and DFDC datasets are used. 

In many researches, it is found that artifacts play an important role. But if there is an unknown 

artefact used of deepfake generation the performance decreases. Xiaoyi Dong et al [19] thought 

about Identity-Driven DeepFake Detection. In this approach image or video is taken as an input 

and it is matched with target identity. Instead of image artifacts it generally focuses on 

differentiating between suspected image/video with original identity of target. They developed 

OuterFace algorithm for deepfake detection.   

Li Zhang et al [20] have developed deepfake based on swarm optimization technique. It 

consists of the combination of CNN-RNN, I3D and MC3 networks. The new version PSO 

algorithm is created adding numerical analysis based leader enhancement, Q learning based 

optimal search operation selection, petal helix search intensification and cross- reed elite signal 

generation 

Daniel Xie et al [21] have enhanced AlexNet model by increasing six layer organizations. 

These six layers are for Convolution2d, max pooling, dense, flatten, activation and dropout 

layers. The experimentation is performed over commonly available datasets UADFV, 

FaceForensics++ and Celeb-DF.  
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Aminollah Khormali and Jiann-Shiun Yuan [22] has proposed Attention Based Deepfake 

Detection (ADD) model.  In this model, face localization, preprocessing and localized 

discriminative feature extraction are the steps performed for deepfake detection. The Face 

Close-Up and Face Shut-Off data augmentation approach is employed. In the Face Close-Up 

approach, facial details observed. Whereas, in Second approach i.e Face Shut-Off approach 

ignores previous details and look for discriminative features from other parts. Celeb-DF(V2), 

WildDeepfake datasets are used in this model.  

Shahroz Tariq et. al. [23] suggested three different learning models were used, namely single 

domain learning configuration, merge learning configuration and transfer learning 

configuration. These learning models were used for training and then they are tested across 

various deep fake detection methods (i.e. CNN+LSTM, DBiRNN, ShallowNet, Xception, 

MesoNet and CLRNet). CLRNet is proposed model which can capture real and deep fake frame 

based on convolutions inside a residual network, and inter-frame inconsistencies in real video 

and deep fake video using Convolutional LSTM Cell.  

Three different deep fake detection techniques are proposed for training the model by Anubhav 

Jain et. al. [24], which includes typical binary classification approach, an attribution based 

approach, and attribution based on triplet-loss using Siamese network. These approaches are 

used across FaceForensic++ and Celeb-DF dataset are used.  

Chih-Chung Hsu et. al. [25] have proposed novel deep forgery discriminator (DeepFD) based 

on embedding the contrastive loss. In this method many fake and real images are collected to 

learn contrastive loss based jointly discriminative features. Then classifier will concatenated to 

discriminative features for identifying fake images. CelebA dataset is used for creation of 

training samples. Also DCGAM, WGAP, LSGAN, PGGAN, WGAN-GP are some kinds of 

GANs that are used for fake images. 

Nhu-Tai Do et. al. [26] has presented the GAN based face forensic detection method. For 

training Celeb-A is used for real faces and DC-GAN and PG-GAN are used for generating fake 

faces. Also these images help in training the model. Face Processing, deep feature extraction 
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and face matching are the main modules that plays important role in Deep face recognition 

system. After face extraction, the fine-tuning is used for fake face classification.  

Shilpa Pant et. al suggests the deep fake detection using LSTM.[27]. In this model, EfficientNet 

B0 is used for feature extraction and vision transformer examines them. HOHA dataset is used 

for gathering real videos for training the model. CNN model is used for feature extraction and 

LSTM model for feature analysis. The genuineness of video can be determined by fully 

connected layer which is added after LSTM unit.  

The CNN model is used for deep fake video detection by Muhammad Mussadiq Rafiqee et. al. 

[28]. Videos from Kaggle dataset repository are used for training and testing. Then videos are 

pre-processed which includes the extraction of facial image and region of interest. Also during 

pre-processing frames from videos are obtained for further process of real and fake 

identification. Then, CNN model is applied to that dataset for deep fake detection.  

The ResNet architecture is presented by Sreeraj Ramachandran et. al. [29]. Also the model is 

tested over high quality deep fake videos that are gathered through Celeb-DF and 

FaceForensic++. ArcFace, Combined Margine, CosFace, SphereFace, SoftMax and Triplet loss 

are the six different loss functions that are used during the training of the model. Intra-class 

correspondence and Inter-class variety have used for efficiency.  

Ipek Ganiyusufoglu et. al. [30] has proposed spatio- temporal model for generalized detection 

of deepfake videos. 3D CNNs can be used for development of such model that learns combined 

depiction of spatial and temporal features. FF++, DFDC and Deeper Forensics datasets are 

used in their research. The model is examined to identify whether it can detect the deepfake 

which was not included during training. For that the proposed method represented by 3D 

Convnets R3D and I3D are tested with XceptionNet, EfficientNet and RNN. It is found that 

R3D can detect unknown deepfakes.  
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III. Types of deep fake: 

Deepfakes are appeared in people’s attention as serious threat to cyber security and privacy of 

individuals. Recently large numbers of researchers are working over this trending topic. 

Various kinds of deepfakes are evolving with change in time. Mainly they can be categorized 

as follows:  

Face Synthesis: 

The Face synthesis is the process of creation of an artificial image of human face that doesn’t 

exist in real life. [31] This types of synthesized deepfake can be used for creation of realistic 

looking animated objects in advertisements and movies. But at the same time it is evolve at 

extent to fool people to believe as real. Even such person doesn’t exist naive people interacts 

with it. That means evil sources could use it as a way for digital forgery. Algorithms like 

StyleGAN are used for creation if such kinds of deepfake creation.[32] 

Attribute Manipulation:  

Attribute manipulation refers alteration of particular part of original image related to attribute 

that needs to change. [33] Instead of creating whole new structure as in face synthesis, attribute 

manipulation is easier to design.  

In this process attributes like age, gender, hairstyle, eyebrow shape or facial parts can be 

modified. Otherwise in some situation glasses and tattoos can be altered. VGG16, SqueezeNet, 

DenseNet, ResNet are some techniques to identification of such attack. [34] 

Identity Swap/ Face Swapping: 

In this type, there is union of facial attributes, expressions of one person and remaining part of 

another person. It changes whole structure of genuine person, thus its name is identity swap or 

face swap [35].  
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Zao mobile application, FaceSwap and DeepFaceLab are some of the application through such 

kind of contents can be created. For creation of such content face detection and cropping is first 

step. Later intermediate condition extraction, creation of new face by mixing another face, 

matching created face into source video are some of the main tasks which are performed in this 

process.[36]

Face Reenactment / Puppet- Master:  

The face reenactment involves manipulation of expressions of legitimate person in image or 

video with another person. The face reenactment is also called as puppet-master because, 

though the face of target remains unchanged. Still, the movements and utterance is controlled 

by the person behind the curtain (i.e prowler) [37]. In many cases around the world, it is 

generally used for spoiling the reputation of well-known personalities.  

Ana Pantelić and Ana Gavrovska[38] have provided information about the Meso-4 model for 

puppet master deepfake detection in their research paper. 

Lip-Syncing: 

Deepfake can be created with Lip-Syncing by focusing on the lip movement of a legitimate 

person and by manipulating it to match fake audio. [39] This can be achieved by training the 

model over multiple videos of person and analyzing the position and movements of lips for a 

particular tone. This type of deepfake spreads rumours and misleading information among 

people.  

IV. Deep Fake Detection methods: 

Various methods were developed for the detection of deepfakes. Some Deepfake detection 

techniques are given as follows: 

Visual Artifacts: 

The visual artefacts generally include flaws in images or videos which are easy to identify. The 

deepfake generator sometimes leaves some clues which later on used as artifacts for detection. 



 

Vidhyayana - ISSN 2454-8596 
An International Multidisciplinary Peer-Reviewed E-Journal 

www.vidhyayanaejournal.org 
Indexed in: Crossref, ROAD & Google Scholar 

Volume 10, Special Issue 4, March 2025 
International Conference on  
Sustainable Smart Computing and Communications (ICSSCC-2025). 

Page No. 121 

Rough edges and improper position of pixels are some visual artifacts. Mostly synthetically 

created video content have non-natural pixel patterns around neck, mouth and borders. Also 

color inconsistencies and irregular lighting pattern are some of the commonly detected artifacts 

which could be found from media contents. [40][41] 

Temporal features: 

The temporal features are the features which are obtained through changes in elements with 

change in video sequence. Commonly identified temporal features include eye blinking 

patterns, improper mouth movements. Generally the deepfake videos generator could not create 

realistic hairs and also blinking movement is slow as compared to real blinking. [42] Similarly 

mouth movements in deepfake do not match with real audio. The mouth position for 

pronouncing each alphabet is different. Based on them inconsistencies can be obtained. Also 

facial expression is one of the source for temporal inconsistencies.[43]   Zhihao Gu et al [44] 

have proposed deepfake detection model based on spatio-temporal inconsistency learning.  

Handcrafted Features: 

The handcrafted features satisfy its name “Handcrafted” as researchers can manually define 

the. Such characteristics have been found by identifying the distance between facial parts, 

inconsistent skin textures and by observing blinking patterns. For this technique, researchers 

need to have deep knowledge about their domain. Generally, handcrafted features are used over 

known deepfake types. [45][46] 

Deep Feature: 

The deep features are the intricate features which are too complex to be identified by the human 

eye. The neural networks process raw data and retrieve important deep features without human 

interference. The unnatural deep features later on are useful in deepfake detection.  

Convolutional Neural Network (CNN), Recurrent Neural Network (RNN) and Long Short 

Term Memory (LSTM) are vital algorithms for deep feature extraction. Based on these 

algorithms many models have been developed for deepfake detection. 
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Xception and EfficientNet-B7 are CNN models. [47] 

V. Analysis & Discussion: 

Deepfake has become most challenging attack for security system. As incidents of deepfake 

attacks are increasing, various methods are also developing. Mostly researchers have created 

deepfake detection models based on deep learning algorithms, deep artifacts, handcrafted 

features and so on.  

Generally, the performance of detection models decreases due to the low quality of video and 

unnecessary noise. Extra smooth or Extra sharp images/video could be synthetically created. 

But in the case of low-quality image/video chosen for testing, detection model could not 

identify the smooth features and artefacts. 

Currently different ensemble models are trending. Ensemble models have developed by 

combining two or more different algorithms and methods. CNN, RNN and LSTM algorithms 

are used in such models along with analyzing facial attributes. Still full accuracy is not 

provided.  

During the training and testing of models different datasets are used. Celeb-DF, Face 

Forensic++ and DFDC are commonly used datasets. Accuracy of different models goes high 

for them. But some detection models fails on higher version of same datasets. Also some 

detection models could not work properly for unknown datasets. All these aspects need to be 

focused during further research. 

VI. Conclusion: 

The rapid growth of technology has led to major threat of deepfake for everyone, from ordinary 

people to well known personalities. The misuse of deepfake technology is humiliating people 

and terrifying the public. In order to discover if a given video is real or fake various methods 

are created based on artificial intelligence, machine learning and deep learning. 
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In this paper the analysis is provided for many models for deepfake detection among which 

many techniques and algorithms are found to be useful. From this analysis, it is found that 

some models are tested across varied datasets for proper differentiation of real and fake content. 

Also models have been trained through multiple learning approaches. Many methods consume 

more time for detection of forgery. The models developed for the generalization of deepfake 

does not have good performance while detecting new form of forgery. As new deepfakes are 

building day by day, an efficient model based on generalization feature is needed to be 

developed.  
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